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연구목적

DNN weak against adversarial 
attacks 

 Need for DNN verification 
techniques on the rise

Adverserial attack

Rise in use of DNN (Deep Neural Network)

in safety-critical fields 

(e.g. autonomous driving cars)

 Analysis of the various techniques and approaches needed



연구배경

Difficulty in dealing with NN due to non-
linearity providing activation functions

(e.g. sigmoid, ReLU)

Current techniques only deals with limited 
structure & size of NN

 Lack of comprehensive and standardized framework for verifying properties of NN 



연구방법

Based on “Algorithms for Verifying Deep
Neural Networks”, categorized DNN
verification methods according to utilized
analysis approach

Selected the most frequently used, and
representative technique for each categories
for research



연구결과 – 1 Analysis Approaches

1.Reachability

Utilizing layer-by-layer reachability analysis
to compute output reachable set

2. Optimization

Considering the neural network itself as a
constraint in the optimization process

3. Search

Search for a case to falsify the assertion



연구결과 – 2 Reluplex, Marabou

Reluplex: apply simplex algorithm to ReLU activated NN

Searches for a variable assignment that simultaneously satisfies
the query’s linear and non-linear constraints

1. Encode ReLU neuron into a weighted sum variable, and an
ReLU activation function variable

2. Repeatedly correct a violated linear constraints or a violated
non-linear constraint

Marabou

upgrade version of Reluplex deals with piecewise-linear activation functions

Support network-level reasoning and deduction based on network topology

 Transform non-linear constraints into linear constraints



연구결과 – 3 DeepPoly

DeepPoly: abstractor transformers to calculate reachable set

1. Expand neuron into affine transformation and activation
node

2. Apply abstract transformers to transform into relational
polyhedral constraints and concrete constraints

3. Use back substitution and analysis to compute reachable set



연구결과 – 4 Neurify

Neurify: interval analysis to compute output set

Upgrade version of ReluVal

1. Use symbolic interval propagation (ReluVal)

2. Iterative refinement to reduce overestimation
(ReluVal)

Enhancements

1. Symbolic linear relaxation

2. Directed constraint refinement



연구결과 – 5 ImageStar

ImageStar:

Analysis through exact, over-approximate reachability
algorithm

1. Represent input set as an ImageStar, a star set
generalization

2. Use exact and over-approximate reachability
algorithms to construct reachable sets



토론및전망

Lack of comprehensive and standardized framework for verifying properties of NN

Current approaches suffers from scalability problem yet unable to deal with realistic-sized
neural networks

Still from Reluplex, Marabou, DeepPoly, Neurify, to ImageStar

 Techniques getting more powerful
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